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Abstract—Cooperative driving emerges as a promising way to improve efficiency and safety for Connected and Automated Vehicles (CAVs). Its key idea is to design a strategy to schedule the movements of neighboring vehicles. The typical cooperative driving strategies can be categorized into two categories. The first category is optimal strategy, which aims to find the globally optimal passing order of vehicles, but the computational cost of this strategy grows significantly with the increasing number of vehicles. The second category is sub-optimal strategy, which uses heuristic rules or other methods to export an acceptable local optimal solution within a limited computation time. However, there usually lacks a rigorous theoretical guarantee of the performances, and further validation is always required for practical applications. To overcome all these limitations, a computationally efficient strategy is proposed to obtain the globally optimal passing order based on dynamic programming (DP). Specifically, the problem of merging at on-ramps is resolved by a DP method, which uses the domain knowledge to reduce the complexity by well defining the state space, state transition, and criterion function. With the DP method, it is proved that the globally optimal passing order can be obtained with the quadratic polynomial computational complexity of \( O(N^2) \), where \( N \) denotes the number of vehicles. Simulation results demonstrate the performances of the proposed strategy regarding optimality and efficiency.

Index Terms—Connected and automated vehicles (CAVs), cooperative driving, on-ramp merging problem, dynamic programming.

I. INTRODUCTION

COOPERATIVE driving emerges as a promising method to improve traffic efficiency and safety [1]–[7], which is usually utilized in typical traffic scenarios, e.g., merging at on-ramps. With the help of vehicle to vehicle (V2V) and vehicle to infrastructure (V2I) technology, the key idea of cooperative driving is to design a strategy to schedule the movements of neighboring vehicles [8]–[14].

As pointed out in [4] and [8], the performance of a cooperative driving strategy is mainly determined by the passing order of vehicles which pass through the conflict zone. To optimize an appropriate passing order, numerous cooperative driving strategies have been proposed. According to their optimization methods, most strategies can be classified into two categories:

1) Optimal strategy: This kind of strategies aims to find the globally optimal passing orders of vehicles. The most straightforward strategy is to enumerate all possible passing order to get the globally optimal solution, which suffers from the high computational complexity. Li et al. [15], Müller et al. [16] and Ahn et al. [17] formulated and solved the problem as a mixed-integer linear programming (MILP) problem. Li et al. [8] described the solution space of passing orders by a spanning tree, and a pruning rule was proposed to search the globally optimal passing order. Compared with the enumeration strategy, these strategies can improve computational efficiency by utilizing optimization methods or pruning rules. However, the computational complexity still increases exponentially with the number of passing vehicles, which makes these strategies intractable for real-time applications, especially for high traffic volume scenarios.

2) Sub-optimal strategy: To mitigate the limitation of the optimal strategies, a sub-optimal strategy usually stops at a local optimal passing order within a limited computation time. Ad hoc negotiation based strategies use heuristic rules to get a feasible passing order, e.g., autonomous intersection management (AIM) [18], [19] and reservation strategy [20], [21], which instruct the vehicles to pass through the conflict zone roughly in first-in-first-out (FIFO) manner. However, as pointed out in [20], [22], [23], ad hoc negotiation based strategy cannot effectively alleviate traffic congestion in many situations. To keep a tradeoff between traffic efficiency and computation flexibility, several cooperative driving strategies that focus on local optimal passing order have been recently proposed. Xu et al. [22] proposed a grouping-based strategy, which instructed the vehicles to pass through the conflict zone in the form of groups. By Monte Carlo tree search (MCTS) algorithm, heuristic rules were developed to search a local optimal passing order [23]. In [24], the conflicts between different vehicles were calculated offline, which significantly reduced the computational burden. Based on this fundamental framework, the optimization of passing orders was formulated as a non-linear mathematical program, which was solved by a meta-heuristic Tabo search method. The major advantage of these sub-optimal strategies lies at the computational efficiency. To validate the effectiveness of these strategies, numerical
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Cooperative driving strategy for merging at on-ramps aims to improve traffic efficiency by solving the merging problem as an optimization problem. The strategy is designed to be both globally optimal and computationally efficient. It formulates the merging problem as a general optimization problem and proposes a dynamic programming (DP) based strategy to find the optimal passing order. The proposed strategy guarantees the optimality of the passing order and is computationally efficient, with a quadratic polynomial time complexity. It overcomes the limitations of existing optimal strategies and sub-optimal strategies. The simulation results demonstrate that the proposed strategy can reach the globally optimal passing order with much less computational time compared to existing optimal strategies.

The rest of this paper is organized as follows. Section II formulates the merging problem as a general optimization problem. Section III proposes a DP based strategy to reformulate and solve the merging problem. Section IV proves that the DP based strategy is quadratic polynomial time complexity of the number of vehicles. Then, we provide simulation results in Section V. Finally, conclusion and further works are presented in Section VI.

II. PROBLEM FORMULATION

A. Scenario and Notations

A typical highway on-ramp with a single lane in each link is considered in this paper, as shown in Fig. 1. The light red area is the Merging Zone where the vehicles on different links may collide. Each link has a Control Zone where the vehicles in the Control Zone are controllable. The length of the Control Zone is defined as the distance from the entry of the Control Zone to the entry of the Merging Zone. Moreover, some reasonable assumptions are as follows:

Assumption 1: All vehicles are CAVs and controlled by the system.

Assumption 2: Only a single lane in each link is considered, and lane-change behavior is not allowed.

As presented in [6], [9], [22], [23], [27], most studies usually assume that there is no lane-change behavior in the Control Zone to simplify the problem. It is reasonable because vehicles are usually not allowed to change lanes when approaching the Merging Zone for safety consideration. Therefore, this paper also assumes that the lane-change behavior is not allowed in the Control Zone. Although the scenario is quite simple, it is the foundation for cooperative driving in more complex scenarios.

Each vehicle is given a unique identity after arriving the Merging Zone, and vehicle $i$ means the $i^{th}$ vehicle that reaches the Control Zone. The vehicle identity sets of link 1 and link 2 are denoted by $\mathbb{M} = \{1, \ldots, m\}$ and $\mathbb{N} = \{1, \ldots, n\}$, respectively. Moreover, the main notations in this paper are shown in details in Table I.

B. Optimization Problem

Cooperative driving strategy for merging problem aims to improve traffic efficiency by optimizing the passing order of the vehicles, which is represented by the passing order. Theoretical analysis and simulations are proposed to justify and validate the proposed DP based strategy. It is proved that the proposed strategy has quadratic polynomial time complexity of the number of vehicles. It is the theoretical foundation to overcoming the limitations of existing optimal strategies and sub-optimal strategies. Moreover, the simulation results also demonstrate that the proposed strategy can reach the globally optimal passing order with much less computational time compared to existing optimal strategies.

Fig. 1. Typical merging scenario.
vehicles. To reach this goal, we formulate the objective function as
\[
J = \max_i t_i^{\text{assign}}, \quad t_i^{\text{assign}} \in T^{\text{assign}}.
\]  
(1)
where \( t_i^{\text{assign}} \) denotes the access time to the Merging Zone assigned to vehicle \( i \). \( T^{\text{assign}} \) is the set of the access time of all vehicles in the Control Zone. Obviously, \( J \) denotes the total access time of the vehicles.

With the consideration of vehicle dynamics, the access time \( t_i^{\text{assign}} \) has a lower bound \( t_i^{\text{min}} \)
\[
t_i^{\text{assign}} \geq t_i^{\text{min}}.
\]  
(2)
\[
t_i^{\text{min}} = \begin{cases} 
\sqrt{v_0^2 + 2a_{\text{max}} \cdot x_{0,i} - v_{0,i}^2} + t_0, & \text{if } v_0^2 - v_{0,i}^2 > 0, \\
v_{\text{max}} - v_{0,i} + \frac{x_{0,i} - v_{\text{max}}^2 - v_{0,i}^2}{2a_{\text{max}}} + t_0, & \text{otherwise}.
\end{cases}
\]  
(3)
Meanwhile, the access time has an upper bound \( t_i^{\text{max}} \)
\[
t_i^{\text{assign}} \leq t_i^{\text{max}}.
\]  
(4)
\[
t_i^{\text{max}} = \begin{cases} 
\sqrt{v_0^2 + 2a_{\text{min}} \cdot x_{0,i} - v_{0,i}^2} + t_0, & \text{if } v_0^2 - v_{0,i}^2 > 0, \\
v_{\text{min}} - v_{0,i} + \frac{x_{0,i} - v_{\text{min}}^2 - v_{0,i}^2}{2a_{\text{min}}} + t_0, & \text{otherwise}.
\end{cases}
\]  
(5)
where \( x_{0,i} \) is the distance from the current location of vehicle \( i \) to the entry of the Merging Zone. \( v_{0,i} \) is the velocity of vehicle \( i \) at the current time.

Suppose that vehicle \( i \) and vehicle \((i + 1)\) are two consecutive vehicles at the same link and vehicle \( i \) is physically ahead of vehicle \((i + 1)\). To avoid the rear-end collision at the Merging Zone, we impose the rear-end safety constraint
\[
t_i^{\text{assign}} - t_{i+1}^{\text{assign}} \geq \Delta_{t_i}.
\]  
(6)
where \( \Delta_{t_i} \) is the minimal allowable safe gap for avoiding the rear-end collision.

Suppose that vehicle \( i \) and vehicle \( j \) are two vehicles from different links. To avoid the converging collision at the Merging Zone, we impose the converging safety constraints
\[
t_i^{\text{assign}} - t_j^{\text{assign}} \geq \Delta_{t_i} \quad \text{or} \quad t_j^{\text{assign}} - t_i^{\text{assign}} \geq \Delta_{t_j}.
\]  
(7)
where \( \Delta_{t_i} \) is the minimal allowable safe gap for avoiding the converging collision. Moreover, the vehicles from different lanes need larger safe gap than the vehicles in the same lane, i.e., \( \Delta_{t_i} \) is larger than \( \Delta_{t_j} \).

To formulate the whole optimization problem, some binary variables \( (K = \{k_{11}, \ldots, k_{ij}, \ldots, k_{mn}\}, (i, j) \in M \times N, K \subseteq \{0, 1\}^{m \times n}) \) are introducing to impose the passing order constrains
\[
t_i^{\text{assign}} - t_j^{\text{assign}} + M \cdot k_{ij} \geq \Delta_{t_j}.
\]  
(8)
\[
t_j^{\text{assign}} - t_i^{\text{assign}} + M \cdot (1 - k_{ij}) \geq \Delta_{t_j}.
\]  
(9)
where \( M \) is a positive and sufficiently large number. Obviously, \( k_{ij} = 1 \) means vehicle \( i \) can enter the Merging Zone earlier than vehicle \( j \).

As the above descriptions, the whole optimization problem of merging problem is formulated as
\[
\min_{T^{\text{assign}}, K} \max_i t_i^{\text{assign}}
\]
subject to (2)(4)(6)(8)(9).
(10)

Problem (10) is a mixed-integer linear programming (MILP) problem. The branch-and-bound method can directly solve a small scale MILP problem to obtain the globally optimal solution [28]. Note here that the size of the solution space of problem (10) (i.e., the total number of the possible passing orders) is \( 2^{mn} \). Hence the number of solutions grows exponentially with the increasing number of vehicles. To reach the globally optimal solutions based on current methods is an extremely time-consuming process.

### III. Dynamic Programming Based Strategy

In this section, we reformulate the merging problem and propose a DP based strategy to find the globally optimal passing order with polynomial computational complexity. The rest of Section III will elaborate on the DP method step by step. For easier understanding, we take a simple example with four vehicles in the Control Zone shown in Fig. 2(a) to present the process of searching for the globally optimal solution.

#### A. Decision Variable

The problem of searching a passing order is equivalent to a process of assigning the right of way of the Merging Zone to the vehicles sequentially. Thus, problem (10) can be treated as a sequential decision problem whose decision variable \( r_i \) is the right of way. Obviously, the decision variable has at most two
possible values in a merging scenario, i.e., \( r_i \in RW = \{1, 2\} \). If \( r = 1 \), one vehicle at link 1 can obtain the right of way to enter the Merging Zone. Similarly, if \( r = 2 \), one vehicle at link 2 can get the right of way.

**B. Stage Partition**

Since only one vehicle can obtain the right of way at a time, the process of assigning the right of way can be particularized to a multi-stage decision process. At each stage, one vehicle in the Control Zone can get the right of way. Meanwhile, it can be assigned an access time to enter the Merging Zone.

*Stage partition* is used to portion the original problem as a class of similar problems to accommodate the framework of DP. In our model, \((m + n)\) stages are needed to accomplish the assignment of the right of way for all vehicles, where \((m + n)\) is the total number of vehicles in the Control Zone. Considering the initial stage, the stages can be numbered stage 0 through stage \((m + n)\). For example, since there are four vehicles in the Control Zone in Fig. 2(a), the number of stages of this scenario is five, as shown in Fig. 2(b).

To efficiently make decisions in a multi-stage decision process, we adopt the DP method which regards the original problem as a class of similar problems to find the best decisions one after another [25], [26]. In the rest of Section III, we will focus on the formation of state space, state transition and criterion function to construct the DP model.

**C. State Space**

The model is said to have \((m + n + 1)\) stages. Hence, the state space \(S\) of the DP model can be partitioned into \((m + n + 1)\) sets \(S_0, S_1, S_2, \ldots, S_{m+n+1}\).

Let us take the triplet \(s_i(m_i, n_i, r_i)\) as a state, \(s_i(m_i, n_i, r_i) \in S_i\). As shown in Fig. 2(b), \(m_i\) denotes the accumulated number of vehicles at link 1 that have been assigned right of way (access time) up to stage \(i\). Similarly, \(n_i\) denotes the accumulated number of vehicles at link 2 that have been assigned right of way (access time) up to stage \(i\). \(r_i\) denotes the link ID of the vehicle with the right of way at stage \(i\), \(r_i \in RW\).

The initial state is given as \(s_0(0, 0, r_0)\), and the terminal state set is \(S_{m+n} = \{s_{m+n}(m, n, 1), s_{m+n}(m, n, 2)\}\). As shown in Fig. 2(b), \(S_4 = \{s_4(2, 2, 1), s_4(2, 2, 2)\}\).

**D. State Transition**

*State transition* is used to describe the transition of the right of way between vehicles. The state transition equation emerges after introducing the state variable and the decision variable

\[
 s_i(m_i, n_i, r_i) = g(s_{i-1}(m_{i-1}, n_{i-1}, r_{i-1}), r_i).
\]

where \(r_i\) is the decision at stage \(i\). \(g(\cdot)\) is considered as the state transition function that works as (as shown in Fig. 2(b))

i) if \(r_i = 1\) and \(m_{i-1} < m\), then \(m_i = m_{i-1} + 1, n_i = n_{i-1}\).

ii) if \(r_i = 2\) and \(n_{i-1} < n\), then \(m_i = m_{i-1}, n_i = n_{i-1} + 1\).

According to the above, the state and state transition possess following properties.

*Property 1*: The state of the model is indeed a summary of all past decision behavior [25]. In other words, the results of the decisions from stage 1 to stage \(i\) are embodied in the parameters (i.e., \(m_i, n_i\), and \(r_i\)) of state \(s_i(m_i, n_i, r_i)\).

*Property 2*: State transition only occurs between two adjacent stages.

*Property 3*: Different passing orders can reach the same state in the state space. As shown in Fig. 2(b), both \(s_2(1, 1, 2)\) and \(s_2(1, 1, 1)\) in stage 2 reach the same state, i.e., \(s_3(2, 1, 1)\).
Property 4: Instead of using the state to explicitly represent the vehicle with the right of way, by determining the accumulated assigned number of vehicles at the specific link, the vehicle with the right of way can be exactly specified. Thus, the passing orders that violate the FIFO principle in the same lane are directly ignored during the state transition. In other words, the infeasible solutions are directly eliminated during the construction of solution space.

By Property 1, the state holds Markovian property which is the feasible conditions of DP model. By Property 2, it can extremely decrease the number of transitions of DP model. By Property 3, it can extremely decrease the number of states of DP model. By Property 4, it significantly reduces the size of solution space on the premise of ensuring optimality, and the state space just presents all feasible passing orders.

E. Criterion Function

For the states with multiple predecessor states, criterion function is utilized to instruct decision making to find the optimal predecessor state. In this part, we will present the formulation of the criterion function in detail.

1) Vehicle Identity Information Implied in State Variable: Note that the state variable implies the identity information of the vehicle that obtains an access time at the current stage. As shown in Fig. 2(b), \( s_3(2, 1, 1) \) implies that the second vehicle \( \langle m_3 = 2 \rangle \) on link 1 \( (r_3 = 1) \) (i.e., the vehicle \( B \)) is assigned to pass the Merging Zone at stage 3.

Then, suppose that vehicle \( j \) and vehicle \( k \) are the vehicles that obtain an access time at stage \( (i - 1) \) (state \( s_{i-1} \)) and stage \( i \) (state \( s_i \)), respectively. To minimize the maximal access time of vehicles, according to the safety constraints (2), (4), (6), (8), and (9) and the state transition Equation (11), the recurrence relations of the access time of vehicle \( j \) and vehicle \( k \) can be written as

\[
t^\text{assign}_k = \begin{cases} \min \left\{ \max \left\{ t^\text{min}_k, t^\text{assign}_j + \Delta t_k \right\}, t^\text{max}_k \right\}, & \text{if } r_i = r_{i-1}, \\ \min \left\{ \max \left\{ t^\text{min}_k, t^\text{assign}_j + \Delta t_k \right\}, t^\text{max}_k \right\}, & \text{if } r_i \neq r_{i-1}. \end{cases}
\]

(12)

Generally, \( t^\text{max}_k \) is a very large number. Therefore, \( t^\text{assign}_k \) and \( t^\text{assign}_j \) satisfy formula (13) during the process of state transition.

\[
t^\text{assign}_k > t^\text{assign}_j. \tag{13}
\]

For example, \( t^\text{assign}_A < t^\text{assign}_C < t^\text{assign}_B < t^\text{assign}_D \), as shown in Fig. 2(d).

2) Criterion Function Formulation: We use \( MAAT \) to denote the maximal assigned access time from state \( s_0 \) to \( s_i \). According to the objective function of problem (10), we define the criterion function of state \( s_i \) as

\[
f_i(s_i(m_i, n_i, r_i)) = \min_{p_i} MAAT_i. \tag{14}
\]

where \( p_i \) records the path from predecessor state in \( S_{i-1} \) to state \( s_i \). Actually, by formula (13), the value of \( MAAT_i \) is equal to the access time assigned to the vehicle at stage \( i \). Then, by formula (12), the recurrence relation between \( MAAT_{i-1} \) and \( MAAT_i \) is

\[
MAAT_i = \begin{cases} \min \left\{ \max \left\{ t^\text{min}_k, MAAT_{i-1} + \Delta t_k \right\}, t^\text{max}_k \right\}, & \text{if } r_i = r_{i-1}, \\ \min \left\{ \max \left\{ t^\text{min}_k, MAAT_{i-1} + \Delta t_k \right\}, t^\text{max}_k \right\}, & \text{if } r_i \neq r_{i-1}. \end{cases}
\]

(15)

Now, we introduce Lemma 1 to derive the recurrence relation of criterion function.

Lemma 1 (The principle of optimality [25]): if an optimal sequence of states passes through a particular state \( s_{i-1} \), then the portion of the sequence from \( s_0 \) to \( s_{i-1} \) must be the optimal sequence from \( s_0 \) to \( s_{i-1} \).

Considering Lemma 1, we adopt the minimal value of \( MAAT_{i-1} \) to give the recurrence relation of criterion function as

\[
f_i(s_i(m_i, n_i, r_i)) = \min_{p_i} MAAT_i \begin{cases} \min \left\{ \max \left\{ t^\text{min}_k, f_{i-1}(s_{i-1}) + \Delta t_k \right\}, t^\text{max}_k \right\}, & \text{if } r_i = r_{i-1}, \\ \min \left\{ \max \left\{ t^\text{min}_k, f_{i-1}(s_{i-1}) + \Delta t_k \right\}, t^\text{max}_k \right\}, & \text{if } r_i \neq r_{i-1}. \end{cases}
\]

(16)

where \( s_{i-1} \) denotes the predecessor states of \( s_i \) in \( S_{i-1} \). Meanwhile, \( s_{i-1} \) and \( s_i \) satisfy the state transition Equation (11). By formula (16), we can find that \( f_i(s_i(m_i, n_i, r_i)) \) is determined by \( f_{i-1}(s_{i-1}) \) and \( r_i \). Thus, we can say that the recurrence relation of criterion function follows Lemma 1. Obviously, there are at most two possible values of \( MAAT_i \) of state \( s_i \). Therefore, to solve problem (16), it is computationally efficient by comparing all values of \( MAAT_i \), as shown in Fig. 2(c).
Algorithm 1: A DP Based Cooperative Driving Strategy.

**Input:** Locations and velocities of all vehicles

**Output:** The globally optimal passing order and the access time of all vehicles

1. **State space construction:** Build the complete state space from the initial state based on the state transition function, as shown in Fig. 2(b).

2. **Access time assignment:** Calculate the minimal $MAAT_i$ for all states during state transition. If there is more than one predecessor state of the current state, the criterion function is applied to decide the optimal predecessor state according to the principle of optimality, as shown in Fig. 2(c).

3. **Backtracking search:** Backtrack to export the optimal passing order and assign the access time to all vehicles, as shown in Fig. 2(d).

We use $p_i^{t-1}$ to record the optimal path from the predecessor states in $S_{i-1}$ to state $s_i(m, n, r_i)$. Let us take state $s_3(2, 1, 1)$ in Fig. 3 as an example to explain the process of making decisions. There are two paths from the predecessor states in $S_2$ to state $s_3(2, 1, 1)$. The one is $s_2(1, 1, 2)\rightarrow s_1(2, 1, 1)$, the other is $s_2(1, 1, 1)\rightarrow s_1(2, 1, 1)$. Each path leads to a corresponding value of $MAAT_3$. Thus, we can obtain $p_2^3$ by comparing the values of $MAAT_i$.

**F. Backtracking Approach**

The minimal criterion function value of the terminal states in $S_{m+n}$ is the optimal value of problem (10) based on the description above. Then, we can get the optimal path from state $s_{m+n}(m, n, r_m)$ to state $s_0(0, 0, r_0)$ based on the sequence $(p_{m+n}^*, p_{m+n-1}^*, \ldots, p_0^*)$ via backtracking approach, as shown in Fig. 2(d). Finally, the optimal passing order and the access time of vehicles are exported naturally.

As an example shown in Fig. 2(d), suppose that the criterion function value of $s_4(2, 2, 2)$ is the minimal one in stage 4. Then, the optimal path from $s_4(2, 2, 2)$ to $s_0(0, 0, r_0)$ based on $(p_4^*, p_2^*, p_1^*, p_0^*)$ will be acquired via backtracking. Finally, the corresponding optimal passing order $(A-C-B-D)$ and the access time of vehicles will be exported. The DP based cooperative driving strategy is summarized as Algorithm 1.

IV. ANALYSIS OF COMPUTATIONAL TIME COMPLEXITY

The principle of optimality is adopted in decision-making process, which ensures that the passing order obtained by the proposed strategy is the globally optimal one. In this section, theoretical analysis of the computational time complexity will be presented. Recall that the number of vehicles on link 1 and link 2 are denoted by $m$ and $n$, respectively.

A. Analysis of the Size of the DP Model

Two theorems of the size of the DP model are proposed.

Theorem 1: The number of the states of the DP model is $(2mn + m + n + 1)$.

Proof: See Appendix A.

The number of the transitions of the DP model is $O(4mn)$.

B. Analysis of Computational Time Complexity

The theorem of the computational time complexity of the DP based strategy is proposed.

Theorem 2: The number of the transitions of the DP model is $(4 mn)$.

Proof: See Appendix A.

By Theorem 1 and Theorem 2, the number of states and the number of transitions of the DP model are quadratic polynomial with the number of the vehicles. Thus, the size of the DP model grows slowly as the number of vehicles increasing.

V. SIMULATIONS

In this section, we will further validate the performance of the DP based strategy via exploring some comparison simulations. The proposed strategy is compared with an existing optimal strategy and a sub-optimal strategy as classified in Section I. As for the existing optimal strategy, problem (10) is directly solved by the CVX software with Mosek solver in the simulations. Thus, the access time for all vehicles can be exported directly. As for the sub-optimal strategy, we select the ad hoc negotiation based strategy as the benchmark, which instructs the vehicles to pass through the conflict zone roughly in FIFO order. Thus, the recurrence relations of the access time for the ad hoc negotiation based strategy presents as follows:

$$t_{i}^{assign} = \begin{cases} \min \{t_{i}^{max}, t_{i}^{assign} + \Delta\}, & \text{if } i = 1, \\ \min \{\max \{t_{i}^{assign}, t_{i-1}^{assign} + \Delta\}, t_{i}^{max}\}, & \text{if } i > 1. \end{cases} \quad (17)$$

where if vehicle $i$ and vehicle $(i-1)$ are driving on the same lane, $\Delta = \Delta t_i$. Otherwise, $\Delta = \Delta t_{i-1}$.

There are three evaluation indicators, namely the total passing time, the traffic throughput and the computation time. The total passing time is the access time to the Merging Zone of the last vehicle in the Control Zone, i.e., the objective function presented in formula (1). The traffic throughput is the total number of vehicles that have entered the Merging Zone in a specified period of time. In addition, the computation time denotes the time used to obtain the solution in one-time optimization process.

The first simulation aims to illustrate that the total passing time obtained by the proposed strategy is exactly equal to that of the existing optimal strategy (the total passing time obtained by the existing optimal strategy is the globally optimal one), and the computation time of the proposed strategy is much less than the existing optimal strategy. The second simulation explores the comparison experiments of different cooperative driving
TABLE II
PARAMETERS SETTING IN THE SIMULATIONS

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Simulation setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>The length of Control Zone $L$</td>
<td>250 m</td>
</tr>
<tr>
<td>$\Delta_{t1}$</td>
<td>1.5 s</td>
</tr>
<tr>
<td>$\Delta_{t2}$</td>
<td>2 s</td>
</tr>
<tr>
<td>$v_{\max}$, $v_{\min}$</td>
<td>15, 0 (m/s)</td>
</tr>
<tr>
<td>$a_{\max}$, $a_{\min}$</td>
<td>3, −5 (m/s²)</td>
</tr>
</tbody>
</table>

Fig. 4. Total passing time with respect to the number of vehicles.

strategies respect to the arrival flow rate in the continuous traffic process.

The parameters utilized in the simulations are set as in Table II, and the initial velocity of the vehicle is the uniform distribution of $[v_{\min}, v_{\max}]$. All simulations are carried out on MATLAB platform in a personal computer with an i7 CPU and an 8 GB RAM.

A. The Optimality of the DP Based Strategy

To evaluate the optimality and the computational efficiency of the DP based strategy, we design a merging scenario with $c$ vehicles $(c \in [5, 27])$ that randomly distributed in the Control Zone. Then, three different cooperative driving strategies are applied to this merging problem to get the corresponding passing orders. For each $c$, we repeat the simulation 20 times to take the average total passing time and the average computation time.

As shown in Fig. 4 and Fig. 5, the simulation results indicate that the total passing time of the DP based strategy is exactly equal to that of the existing optimal strategy, and the total passing time of the DP based strategy is significantly decreased compared to the ad hoc negotiation based strategy when the number of vehicles is larger than 15. Moreover, the computation time of the DP based strategy is close to that of the ad hoc negotiation based strategy, while the average computation time of the existing optimal strategy grows almost exponentially with the increasing number of vehicles.

Consequently, we can conclude that the DP based strategy can find the optimal solution with short enough computation time for merging problem.

B. To Evaluate the Performance of the DP Based Strategy in Continuous Traffic Process

In this simulation, the cooperative driving strategies are applied to continuous traffic scenarios. The passing order is replanned when a new vehicle enters the Control Zone. We assume that the vehicles arrive in a Poisson Process at each link [4], [22], [29], and the arrival rate $\lambda$ of vehicles varies from $0.1\,\text{veh}/(\text{lane} \cdot \text{s})$ to $0.33\,\text{veh}/(\text{lane} \cdot \text{s})$. For each arrival rate, we simulate a 10-minutes traffic process (supposed that two links possess the same arrival rate).

As pointed out in [4], traffic efficiency is mainly decided by the passing order of vehicles, and different motion planning methods, which control the vehicle to reach the Merging Zone at the assigned access time, have a similar influence on traffic efficiency. Thus, for simplicity, we adopt a simple motion planning method to simulate the process of vehicle movement, referring to Appendix C for details [22]. In addition, there are also several other motion planning methods can be applied in the simulations, e.g., the method introduced in [27].

As shown in Table III and Fig. 6, the difference in the traffic throughput of the DP based strategy and the ad hoc negotiation based strategy increases with the increasing arrival rate. For instance, when the arrival rate is $0.33\,\text{veh}/(\text{lane} \cdot \text{s})$, the traffic throughput of the DP based strategy is about 20% higher than the ad hoc negotiation based strategy. Also, the traffic throughput of the ad hoc negotiation based strategy reaches a saturation state as the arrival rate increasing. Moreover, the computation time of the DP based strategy is below 100 ms in all scenarios of the simulations, as shown in Table III. In other words, the DP based strategy exactly meets the real-time requirement when applied to the real traffic scenario. Thus, it can be concluded that the coordination performance of the DP based strategy is extremely better than the ad hoc negotiation based strategy in the continuous traffic process.

Considering the comparison results of the DP based strategy and the existing optimal strategy, we can find that the traffic throughput of the DP based strategy is nearly equal to the existing optimal strategy. However, the computation time of the existing optimal strategy grows sharply as the average arrival
TABLE III

<table>
<thead>
<tr>
<th>Arrival rate (veh/(lane·s))</th>
<th>Cooperative driving strategies</th>
<th>Traffic throughput</th>
<th>Average computation time (ms)</th>
<th>Average number of vehicles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ad hoc negotiation based strategy</td>
<td>119</td>
<td>0.3</td>
<td>4.4</td>
</tr>
<tr>
<td></td>
<td>Existing optimal strategy</td>
<td>119</td>
<td>269.1</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>Dynamic programming based strategy</td>
<td>119</td>
<td>1.5</td>
<td>4.5</td>
</tr>
<tr>
<td>0.2</td>
<td>Ad hoc negotiation based strategy</td>
<td>244</td>
<td>0.2</td>
<td>8.6</td>
</tr>
<tr>
<td></td>
<td>Existing optimal strategy</td>
<td>241</td>
<td>362.8</td>
<td>9.3</td>
</tr>
<tr>
<td></td>
<td>Dynamic programming based strategy</td>
<td>243</td>
<td>4.8</td>
<td>8.5</td>
</tr>
<tr>
<td>0.25</td>
<td>Ad hoc negotiation based strategy</td>
<td>301</td>
<td>0.2</td>
<td>11.7</td>
</tr>
<tr>
<td></td>
<td>Existing optimal strategy</td>
<td>300</td>
<td>446.7</td>
<td>11.1</td>
</tr>
<tr>
<td></td>
<td>Dynamic programming based strategy</td>
<td>301</td>
<td>8.2</td>
<td>10.7</td>
</tr>
<tr>
<td>0.28</td>
<td>Ad hoc negotiation based strategy</td>
<td>332</td>
<td>0.2</td>
<td>20.1</td>
</tr>
<tr>
<td></td>
<td>Existing optimal strategy</td>
<td>335</td>
<td>965.5</td>
<td>14.6</td>
</tr>
<tr>
<td></td>
<td>Dynamic programming based strategy</td>
<td>334</td>
<td>15.5</td>
<td>14.5</td>
</tr>
<tr>
<td>0.3</td>
<td>Ad hoc negotiation based strategy</td>
<td>329</td>
<td>0.3</td>
<td>23.7</td>
</tr>
<tr>
<td></td>
<td>Existing optimal strategy</td>
<td>365</td>
<td>3077.5</td>
<td>15.7</td>
</tr>
<tr>
<td></td>
<td>Dynamic programming based strategy</td>
<td>365</td>
<td>19.5</td>
<td>15.4</td>
</tr>
<tr>
<td>0.33</td>
<td>Ad hoc negotiation based strategy</td>
<td>328</td>
<td>0.3</td>
<td>24.1</td>
</tr>
<tr>
<td></td>
<td>Existing optimal strategy</td>
<td>403</td>
<td>25502.7</td>
<td>21.1</td>
</tr>
<tr>
<td></td>
<td>Dynamic programming based strategy</td>
<td>402</td>
<td>42.5</td>
<td>21.8</td>
</tr>
</tbody>
</table>

1 Average number of vehicles: the average number of vehicles in the Control Zone.

Fig. 6. Traffic throughput of different strategies with respect to the arrival rate in a 10-minutes traffic process.

rate increasing. Therefore, in terms of traffic efficiency, the performance of the DP based strategy is almost the same as the existing optimal strategy in the continuous traffic scenario. In terms of computational complexity, the DP based strategy can complete the optimization of passing order within a short enough time.

Note here that there are a few differences in the traffic throughput of the DP based strategy and the existing optimal strategy. Actually, only the vehicles in the Control Zone will be considered into the optimization of passing order at each time period, and the optimal total passing time may correspond to several different passing orders. Thus, for the same specific merging scenario, both the DP based strategy and the existing optimal strategy can obtain the optimal total passing time and an optimal passing order, as illustrated in Section V-A. However, for the continuous traffic scenario, the optimization of passing order is a rolling optimization process. We can guarantee that the passing order derived by the cooperative driving strategies is an optimal one at current optimization process, but the influence of the current passing order on the next time interval has not been evaluated. Therefore, we can say that the passing order derived by the DP based strategy or the existing optimal strategy is a sub-optimal passing order for a continuous traffic scenario. Also, it is hard to say which strategy getting a better passing order in a rolling optimization process for the continuous traffic process.

VI. CONCLUSION

In this paper, we propose a cooperative driving strategy for merging at on-ramps based on DP. The key idea is to consider the domain knowledge of the merging problem into the DP method to reduce the complexity by well defining the state space, state transition and criterion function. The passing order obtained by the proposed strategy is proved the globally optimal solution. It is also proved that the DP based strategy has quadratic polynomial time complexity of the number of vehicles, i.e., $O(N^2)$. It demonstrates that the proposed strategy is globally optimal yet computationally efficient, which can overcome the limitations of existing optimal strategies and sub-optimal strategies. Furthermore, the simulation results further validate that the DP based strategy can find the globally passing order efficiently.

Moreover, some interesting and critical research topics will be further studied in the near future. First, to relax the assumption of pure connected and automated vehicles (CAVs), the proposed strategy will be extended to a mixed traffic scenario by...
predicting the movements of human-driven vehicles [30], [31]. Second, to relax the assumption of prohibiting lane changing, the scenario with lane-change cases will be considered into the cooperative driving problem. Third, the real-world scenario is an infinite-horizon problem. How to improve the performance of the proposed strategy for the infinite-horizon scenario also deserves to be further studied.

APPENDIX A
PROOF OF THEOREM 1–2

Without losing generality, we suppose that \( m > n \), where \( m \) and \( n \) denote the number of vehicles on link 1 and link 2, respectively. Recall that the stage number is denoted by \( i, i \in \{0 \leq i \leq m + n, i \in Z\} \), and a state in stage \( i \) is denoted by \( s_i(m_i, n_i, r_i), s_i(m, n, r_i) \in S_i \). Also, we have \( i = m_i + n_i, m_i \leq m \) and \( n_i \leq n \) by the definition of the state space of the DP model.

Proof (Theorem 1): The number of states varies in different stages, so we will analyze the number of states by categories, which are classified by stage number.

1) Case 1: \( i = 0 \)

There is only 1 state (the initial state \( s_0(0, 0, r_0) \)) in stage 0, i.e.,

\[
N_1 = 1. \tag{18}
\]

2) Case 2: \( 0 < i \leq n \)

In this category, the state \( s_i(m_i, n_i, r_i) \) satisfies the following formulas:

\[
0 \leq m_i \leq \min\{i, m\} = i. \tag{19a}
\]

\[
0 \leq n_i \leq \min\{i, n\} = i. \tag{19b}
\]

\[
m_i + n_i = i. \tag{19c}
\]

i) Case 1: \( m_i = 0, n_i = i, r_i = 2 \)

There is only 1 state (i.e., state \( s_i(0, i, 2) \)) satisfying Case 1 in stage \( i \).

ii) Case 2: \( m_i = i, n_i = 0, r_i = 1 \)

There is only 1 state (i.e., state \( s_i(i, 0, 1) \)) satisfying Case 2 in stage \( i \).

iii) Case 3: \( 0 < m_i < i, 0 < n_i < i \) and \( r_i = 1 \) or 2

According to (19), we can obtain that there are \( 2 \times (i - 1) \) states satisfying Case 3 in stage \( i \).

Therefore, according to Case 1, Case 2 and Case 3, the number of states in stage \( i \) is \( 2 \times (i - 1) + 2 \). Then, the number of states satisfying Category 2 in the DP model is

\[
N_2 = \sum_{i=1}^{n} [2 \times (i - 1) + 2]. \tag{20}
\]

3) Case 3: \( n < i \leq m \)

In this category, the state \( s_i(m_i, n_i, r_i) \) satisfies the following formulas:

\[
0 \leq m_i \leq \min\{i, m\} = i. \tag{21a}
\]

\[
0 \leq n_i \leq \min\{i, n\} = n. \tag{21b}
\]

\[
m_i + n_i = i. \tag{21c}
\]

Then, it can be obtained that \( m_i \) and \( n_i \) satisfy the following formulas:

\[
i - n \leq m_i \leq i. \tag{22a}
\]

\[
0 \leq n_i \leq n. \tag{22b}
\]

i) Case 1: \( m_i = i, n_i = 0, r_i = 1 \)

There is only 1 state (i.e., state \( s_i(i, 0, 1) \)) satisfying Case 1 in stage \( i \).

ii) Case 2: \( i - n \leq m_i < i, 0 < n_i \leq n \) and \( r_i = 1 \) or 2

According to (21)–(22), we can obtain that there are \( 2n \) states satisfying Case 2 in stage \( i \).

Therefore, according to Case 1 and Case 2, the number of states in stage \( i \) is \( 2m + 1 \). Then, the number of states satisfying Category 3 in the DP model is

\[
N_3 = \sum_{i=n+1}^{m} (2n + 1). \tag{23}
\]

4) Category 4: \( i > m \)

In this category, the state \( s_i(m_i, n_i, r_i) \) satisfies the following formulas:

\[
0 \leq m_i \leq \min\{i, m\} = m. \tag{24a}
\]

\[
0 \leq n_i \leq \min\{i, n\} = n. \tag{24b}
\]

\[
m_i + n_i = i. \tag{24c}
\]

Then, it can be obtained that \( m_i \) and \( n_i \) satisfy the following formulas:

\[
i - n \leq m_i \leq m. \tag{25a}
\]

\[
0 \leq n_i \leq \min\{i, n\} = n. \tag{25b}
\]

\[
i - m \leq n_i \leq n. \tag{25c}
\]

According to (24)–(25), we can obtain that there are \( 2 \times (m + n - i + 1) \) states in stage \( i \).

Therefore, the number of states satisfying Category 4 in the DP model is

\[
N_4 = \sum_{i=m+1}^{m+n} 2 \times (m + n - i + 1). \tag{26}
\]

Therefore, based on (18), (20), (23) and (26), we can conclude that the total number of states in the DP model is

\[
N_{\text{state}} = N_1 + N_2 + N_3 + N_4 = 2mn + m + n + 1. \tag{27}
\]

Obviously, (27) is a complete symmetry formula. Therefore, formula (27) still holds when \( m \leq n \).

Proof (Theorem 2): According to the state transition Equation (11), each state in stage \( i \) has two transitions to expand to stage \( (i + 1) \) except the state \( s_i(m_i, i - m_i, r_i) \) or \( s_i(i - m_i, n_i, r_i) \), which has only one transitions. We can also adopt the classified method to obtain the number of transitions of the DP model.

1) Category 1: \( i = 0 \)

According to formula (18), the state \( s_i(m, i - m, r_i) \) or \( s_i(i - n, n, r_i) \) does not exist in stage 0. Thus, the number of transitions in stage 0 is

\[
N'_1 = 2N_1 = 2. \tag{28}
\]
2) **Category 2:** $0 < i < n$

According to (20), the state $s_i(m, i - m, r_i)$ or $s_i(i - n, n, r_i)$ does not exist in stage $i$.

Thus, the number of transitions satisfying Category 2 in the DP model is

$$N'_2 = 2N_2 = \sum_{i=1}^{n-1} [4 \times (i - 1) + 4]. \quad (29)$$

3) **Category 3:** $i = n$

According to (20), there are $2 \times (i - 1) + 2$ states in stage $n$ including the state $s_n(0, n, 2)$.

Thus, the number of transitions satisfying Category 3 in the DP model is

$$N'_3 = 2 \times [2 \times (n - 1) + 1] + 1 = 4 \times (n - 1) + 3. \quad (30)$$

4) **Category 4:** $n < i < m$

According to (23), there are $2n + 1$ states in stage $i$ including the states $s_i(i - n, n, 1)$ and $s_i(i - n, n, 2)$.

Thus, the number of transitions satisfying Category 4 in the DP model is

$$N'_4 = \sum_{i=n+1}^{m-1} [2 \times (2n - 1) + 2 \times 1] = \sum_{i=n+1}^{m-1} 4n. \quad (31)$$

5) **Category 5:** $i = m$

According to (23), there are $2n + 1$ states in stage $m$ including the states $s_m(m, 0, 1)$, $s_m(m - n, n, 1)$ and $s_m(m - n, n, 2)$.

Thus, the number of transitions satisfying Category 5 in the DP model is

$$N'_5 = 2 \times (2n + 1 - 3) + 3 = 4n - 1. \quad (32)$$

6) **Category 6:** $m < i < m + n$

According to (26), there are $2 \times (m + n - i + 1)$ states in stage $i$ including the states $s_i(m, i - m, 1)$, $s_i(m, i - m, 2)$, $s_i(i - n, n, 1)$ and $s_i(i - n, n, 2)$.

Thus, the number of transitions satisfying Category 6 in the DP model is

$$N'_6 = \sum_{i=m+1}^{m+n-1} [2 \times [2 \times (m + n - i + 1) - 4] + 4]. \quad (33)$$

7) **Category 7:** $i = m + n$

Obviously, there is no transition expanding to next stage in stage $m + n$, i.e.,

$$N'_7 = 0. \quad (34)$$

Therefore, based on (28)–(34), we can conclude that the total number of transitions of the DP model is

$$N_{\text{transition}} = N'_1 + N'_2 + N'_3 + N'_4 + N'_5 + N'_6 + N'_7 = 4mn. \quad (35)$$

Obviously, (35) is a complete symmetry formula. Therefore, formula (35) still holds when $m \leq n$. ■

**APPENDIX B**

**PROOF OF THEOREM 3**

**Proof.** (Theorem 3): The computations of the DP based cooperative driving strategy proposed in this paper mainly include two terms: the one is the process of state transition, the other is the evaluation of the criterion function value for each state. The computational time of each computation is a constant time, which does not change with the size of the input of the algorithm (i.e., the total number of the vehicles). Therefore, the total number of computations is about $N_{\text{transition}} + N_{\text{state}}$, and the computational time complexity of the DP based cooperative driving strategy is $O(mn)$. ■

**APPENDIX C**

**A SIMPLE MOTION PLANNING METHOD**

A simple motion planning method is utilized in the simulations. Several modes of vehicle movement are shown as following [22]:

**Mode 1:** Keeping a constant velocity.

**Mode 2:** Accelerating to a cruising velocity, then driving at the cruising speed.

**Mode 3:** Decelerating to a cruising velocity, then driving at the cruising speed.

where $t_a$ denotes the accelerating time.

where $t_d$ denotes the decelerating time.

where $\Delta T = \frac{\sqrt{(\Delta v^2 \Delta t^2) + 2\Delta v(\Delta v \Delta t - \Delta x)}}{a_i}$. 

**Appendix**

**TABLE 1**: Cooperative driving strategy for merging on-ramps based on dynamic programming

<table>
<thead>
<tr>
<th>Mode</th>
<th>Description</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Keeping a constant velocity</td>
<td>$v = v_0$</td>
</tr>
<tr>
<td>2</td>
<td>Accelerating to a cruising velocity, then driving at the cruising speed</td>
<td>$v = v_{\text{cur}}$, $t_a = t_{\text{max}}$</td>
</tr>
<tr>
<td>3</td>
<td>Decelerating to a cruising velocity, then driving at the cruising speed</td>
<td>$v = v_{\text{cur}}$, $t_d$</td>
</tr>
</tbody>
</table>

**Notes:**

- $v_0$ is the initial velocity.
- $v_{\text{cur}}$ is the cruising velocity.
- $t_{\text{max}}$ is the maximum time.
- $t_{\text{min}}$ is the minimum time.
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