A better understanding of long-range temporal dependence of traffic flow time series
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**HIGHLIGHTS**

- Both the daily and long-range temporal dependence exert considerable influence on the traffic flow series.
- The daily temporal dependence creates crossover phenomenon when estimating the Hurst.
- PCA-based method turns out to be a better method to extract the daily temporal dependence.

**ABSTRACT**

Long-range temporal dependence is an important research perspective for modeling of traffic flow time series. Various methods have been proposed to depict the long-range temporal dependence, including autocorrelation function analysis, spectral analysis and fractal analysis. However, few researches have studied the daily temporal dependence (i.e. the similarity between different daily traffic flow time series), which can help us better understand the long-range temporal dependence, such as the origin of crossover phenomenon. Moreover, considering both types of dependence contributes to establishing more accurate model and depicting the properties of traffic flow time series. In this paper, we study the properties of daily temporal dependence by simple average method and Principal Component Analysis (PCA) based method. Meanwhile, we also study the long-range temporal dependence by Detrended Fluctuation Analysis (DFA) and Multifractal Detrended Fluctuation Analysis (MFDFA). The results show that both the daily and long-range temporal dependence exert considerable influence on the traffic flow series. The DFA results reveal that the daily temporal dependence creates crossover phenomenon when estimating the Hurst exponent which depicts the long-range temporal dependence. Furthermore, through the comparison of the DFA test, PCA-based method turns out to be a better method to extract the daily temporal dependence especially when the difference between days is significant.
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1. Introduction

Traffic flow time series analysis is a very important part of most Intelligent Transportation Systems (ITS) research and applications [1]. As pointed out in [2], modelling of traffic flow time series is very crucial to traffic flow prediction, missing traffic data imputation, traffic data compression and abnormal traffic data detection.

Traffic flow time series is so complicated that a significant amount of work has been proposed to describe different perspectives of traffic flow time series. For example, Williams et al. [3] assumed that weekly-periodic exists in traffic flow time series and can be extracted by seasonal autoregressive integrated moving average (ARIMA) process. Vlahogianni et al. [4] proposed a multilayer strategy which identifies patterns of traffic based on their structure and evolution in time. Chen et al. [5] assumed that traffic flow time series is affected by internal and external factors which can be modelled respectively. In [6], it assumed intra-day trend exists and can be extracted by simple average method, PCA-based method and wavelet based methods. Li et al. [7] utilized the information of temporal and spatial dependence of traffic flow to improve the efficiency of missing data imputing methods. Ran et al. [8] proposed a tensor based method modelling traffic flow time series into high-dimensional matrices. Cheng et al. [9] proposed a modelled traffic flow time series by chaos theory and promoted the performance for short-term traffic flow prediction. Feng et al. [10,11] extracted the daily trend of traffic flow time series by PCA, Kronecker Product and tensor based methods and improved the performance of data compression.

In all the research perspectives mentioned above, long-range temporal dependence in traffic flow time series receive special attentions. Generally, temporal dependence relates to the rate of decay of statistical dependence of two points with increasing time interval. A phenomenon is usually considered to have long-range dependence if the dependence decays more slowly than an exponential decay, typically a power-like decay. Long-range temporal dependence has been found in various fields. For example, Bunde et al. [12] found that the persistence, characterized by the correlation of temperature variations separated by days, has the long-range temporal dependence. Plerou et al. [13] found the long-range temporal dependence in financial time series. Peng et al. [14] found long-range temporal dependence in intron-containing genes and in nontranscribed regulatory DNA sequences. In contrast, some other time series (e.g. the output of a Markov process) do not behave long-range temporally dependence. Various methods have been proposed to depict the long-range temporal dependence, such as autocorrelation function analysis, spectral analysis and fractal analysis.

In [15], autocorrelation function analysis is proposed to distinguish between short- and long-range correlated dependence. The autocorrelation function of a time series can be expressed as

$$C(s) = \frac{E[(x_i - \bar{x})(x_{i+s} - \bar{x})]}{\sigma^2},$$

where $E$ means the mathematical expectation, $\bar{x}$ is the average of $x$ and $\sigma$ is the variance. A time series is defined to be short-range correlated if the autocorrelation function declines exponentially and long-range correlated if the autocorrelation function declines as a power-law, $C(s) \propto s^{-\gamma}$, with a correlation exponent $0 < \gamma < 1$. As shown in many studies, traffic flow time series is long-range correlated to a large extent. For example, Statopoulos et al. [16] utilized partial autocorrelation function to model the long-range temporal dependence of traffic flow time series to promote the short-term prediction.

Spectral analysis is another tool to identify long-range temporal dependence of time series in frequency domain. As shown in [17], we can apply spectral analysis techniques (Fourier transform) and then calculate the power spectrum $S(f)$ of the time series as a function of the frequency to obtain scaling behaviour of temporal dependence. For long-range correlated data characterized by the correlation exponent $0 < \gamma < 1$, we have

$$S(f) \propto f^{-\beta} \text{ with } \beta = 1 - \gamma,$$

which can be derived from the Wiener–Khinchin theorem, as discussed in [18]. In [19], it is observed that the fluctuation of a traffic current on an expressway obeys the $1/f$ law for low spectral frequencies. We say a time series obeys $1/f$ law when its power spectral density is proportional to the inverse of frequency. Nassab et al. [20] studied the $1/f$ law for traffic flow with open boundaries and additional connection sites.

A fractal series refers to a series that can be characterized by a scaling law with a fractal. Hurst exponent, introduced by Hurst [21], is widely used to analyse a fractal series. There are many methods to estimate the Hurst exponent [22] during which fluctuation analysis (FA) is one of the most commonly used [14]. As shown in [23], traffic flow time series is non-stationary, so Detrended Fluctuation Analysis (DFA) is usually used to analyse the traffic flow time series [24]. Compared to FA, DFA removes a local polynomial trend of time series to eliminate the influence of non-stationary. More details about the difference between DFA and FA can be found in [25]. There are many studies on long-range temporal dependence of traffic flow time series by Hurst exponent. Shang et al. [26] applied the generalized Hurst exponent to traffic congestion warning. Li et al. [22] proposed a new traffic flow model to explain the crossover phenomena of Hurst exponent.

There are internal relations between the methods mentioned above. As proven in [27], the relationship among Hurst exponent, spectral analysis and autocorrelation function analysis for mono-fractal time series is

$$2H = 1 + \beta = 2 - \gamma,$$

where $H$ is Hurst exponent, $\gamma$ is correlation exponent and $\beta$ is calculated by Eq. (2). Mono-fractal time series refers to a series that follows a scaling law with a single fractal exponent. Therefore, all these methods depict the long-range correlated temporal dependence for mono-fractal time series.
Fig. 1. An illustration of daily dependence of traffic flow time series. The traffic flow point, $x_{i \cdot \text{day} + j}$, where \text{day} represents the number of the points of single day, is influenced by the last moment point $x_{i \cdot \text{day} + j - 1}$ and the last day point $x_{(i - 1) \cdot \text{day} + j}$, which correspond to the long-range temporal dependence and the daily-temporal dependence respectively.

Although previous researches aimed at enhancing our understanding of traffic flow time series from the perspective of long-range temporal dependence, few of them have studied the daily temporal dependence. Daily temporal dependence is proposed to depict the relationship between different daily traffic flow time series. As pointed in [2], we can say two daily time series collected from the same site have daily dependence if for example, the large value of Time Series 1 (Day $i$ in Fig. 1) indicates that the value of Time Series 2 (Day $i + 1$ in Fig. 1) tends to be large (or small), too. In detail, as shown in Fig. 1, the traffic flow point, $x_{i \cdot \text{day} + j}$, where \text{day} represents the number of the points of single day, is influenced by both the last time point $x_{i \cdot \text{day} + j - 1}$ and the last day point $x_{(i - 1) \cdot \text{day} + j}$, which correspond to the long-range and daily temporal dependence respectively.

There are some approaches which implicitly or explicitly utilize the daily temporal dependence of traffic flow time series, especially in traffic flow prediction research. One typical approach is to use weekly seasonal differences to improve prediction performance [28,29]. It was asserted that a 1-week lagged first seasonal difference applied to the traffic flow series yields a stationary weekly transformation. Another approach is to retrieve the common daily-periodic trend which is shared by the consecutive days. There are various definitions for this type of common daily-periodic trend, including weekly-average/monthly-average trend [30,31], online regression [32], principle component analysis [11,33], cluster analysis and wavelet methods [34], etc.

However, there are few studies considering the co-existence of the long-range temporal dependence and the daily temporal dependence of the traffic flow series. In this paper, we aim to study the properties of daily temporal dependence and comparison between the two different dependence of traffic flow time series. Specifically, we study the daily temporal dependence by retrieving daily trend based on simple average method and PCA method. Meanwhile, we study the long-range temporal dependence by DFA and Multifractal Detrended Fluctuation Analysis (MFDFA) [35]. Then we compare the two kinds of temporal dependence by the crossover phenomenon and the correlations of different series, where linear regression is used to measure the effects of the two types of dependences. The flowchart of the research in this paper is shown in Fig. 2.

By numerical experiments using data from the publicly accessible PeMS dataset, we find that both the daily temporal dependence and the long-range dependence exert considerable influence on the traffic flow series. Besides, we also conduct different DFA tests by utilizing different methods of removing the daily temporal dependence. The result shows that the crossover phenomenon can be eliminated by removing the daily temporal dependence and PCA turns out to be a more effective way than simply removing the average. Finally, the MFDFA also leads to the same conclusion.

The rest of this paper is organized as follows. Section 2 explains the two kinds of models for temporal dependence of traffic flow time series. Data description and the experimental tests are presented in Section 3. Finally, the conclusions are summarized in Section 4.

2. Two kinds of models for temporal dependence of traffic flow time series

2.1. Models for long-range temporal dependence

Hurst exponent is commonly used to characterize the long-range temporal dependence. There are many methods to estimate the Hurst exponent, such as autocorrelation function analysis, spectral analysis and fluctuation analysis (FA), all of which assume the data to be stationary. However, as pointed out in [23], traffic flow time series are generally non-stationary for both mean and variance of the series.
Therefore, the Detrended Fluctuation Analysis (DFA) is used to analyse long-range temporal dependence of traffic flow time series in this paper. DFA, originally introduced by Peng et al. [14], has been established as an important method to detect long-range dependence in non-stationary time series. The method is based on random walk theory and basically represents a linear or higher order detrending version of FA.

The DFA method consists of four steps [36]:

(a) Determine the profile:

\[
y(i) = \sum_{k=1}^{i} x_k - \langle x \rangle \quad i = 1, \ldots, N.
\]

(b) Cut the profile \(y(i)\) into \(N\) non-overlapping segments of equal length \(s\). To take full use of the all data, the same procedure is repeated starting from the end of the series. Thus, \(2N_s\) segments are obtained altogether. \(Y_s(i)\) as the difference:

\[
Y(i) = y(i) - y^{\text{fit}}(i)
\]

\(y^{\text{fit}}\) is the fitting polynomial in the \(v\)th segment. Generally, linear, quadratic, cubic or higher order can be used to the fitting procedure (DFA1, DFA2, DFA3, and higher order DFA). These methods differ in their capability of eliminating trends in data.

(c) Calculate the variance for each of the \(2N_s\) segments

\[
F_s^2(v) = \langle Y_s^2(i) \rangle = \frac{1}{s} \sum_{i=1}^{s} Y_s^2[(v - 1) \cdot s + i]
\]

of the detrended time series \(Y_s(i)\) by averaging over all data points \(i\) in the \(v\)th segments.

(d) At last, we average all segments and take the square root to obtain the DFA fluctuation function

\[
F(s) = \sqrt{\frac{1}{2N_s} \sum_{v=1}^{2N_s} F_s^2(v)}.
\]

We are interested in the \(s\)-dependence of \(F^{(n)}(s)\). If the data are long-range power-law correlated, the fluctuation functions \(F^{(n)}(s)\) increase by a power-law:

\[
F^{(n)}(s) \propto s^\alpha,
\]

where \(\alpha \approx H\) is the Hurst exponent.
However, many records do not exhibit a simple mono-fractal scaling behaviour, which can be accounted for by a single scaling exponent. Multifractal Detrended Fluctuation Analysis (MFDFA), the expansion of the DFA, has been successfully applied to different fields. The difference between DFA and MFDFA derives from equation Eq. (7). In MFDFA, it changes to

\[ F(q) = \sqrt{\frac{1}{2N_s} \sum_{\nu=1}^{2N_s} F_q(\nu)^q}. \]

Then the scaling law can be expressed as

\[ F_q(s) \propto s^{h(q)}. \]

The \( h(q) \) is called generalized Hurst exponent which is independent only when the time series is mono-fractal. In general, if small and large fluctuations scale differently, there will be a significant dependence of \( h(q) \) on \( q \).

### 2.2. Models for daily temporal dependence

In this paper, we retrieve daily trend by simple average method and PCA-based method to study the influence of daily temporal dependence.

#### 2.2.1. Simple average method

Suppose that the traffic time series sampled in \( N \) consecutive working days can be written as a series of one-dimensional vectors

\[ \mathbf{x}_1 = [x_{1,1}, x_{2,1}, \ldots, x_{n,1}]^T, \ldots, \mathbf{x}_N = [x_{1,N}, x_{2,N}, \ldots, x_{n,N}]^T. \]

If the sample time interval is 5 min, then we have \( n = 288 \). The simple average daily trend over the last \( N \) working days can be calculated as

\[ \mathbf{x}_{\text{Average}} = \frac{1}{N} \sum_{j=1}^{N} \mathbf{x}_{1,j}, \ldots, \frac{1}{N} \sum_{j=1}^{N} \mathbf{x}_{n,j}. \]

#### 2.2.2. PCA-based method

PCA is a type of eigenvector-based multivariate analysis that identifies common patterns in data and highlights the similarities as well as differences [37]. It will keep the main features of the traffic flow time series and discard the insignificant ones. Different from the simple average trend, the PCA-based daily trend can vary between different days. In factor, before extracting the principal components, the PCA method have removed the simple average in the first step.

Suppose that the PCA-based daily trend \( \mathbf{Y}_{\text{PCA}}(t) \) is written as

\[ \mathbf{Y}_{\text{PCA}} = [\mathbf{Y}_{N-L+1}(t), \ldots, \mathbf{Y}_N(t)]. \]

As shown in [37] and [10], PCA analysis determines a latent feature space with lower dimensions to approximately represent \( \mathbf{Y}_{n,L}^T \mathbf{Y}_{n,L} \) as \( \mathbf{Y}_{n,L}^T \mathbf{Y}_{n,L} \approx \mathbf{Y}_{n,L}^T \mathbf{Y}_{n,L} \). Here, \( \mathbf{Y}_{n,L}(t) = [Y_{n-L+1}(t)^T, \ldots, Y_n(t)^T] \) consists of \( L \) columns of the empirical traffic flow series from the last \( L \) days. \( \mathbf{Y}_{n,L} \) will be reconstructed from the first few eigenvalues/vectors of the covariance matrix \( \mathbf{Y}_{n,L}^T \mathbf{Y}_{n,L} \).

Fig. 3 is an illustration of the PCA method. The traffic flow series is stored in an \( N \)-row matrix, where each row is a single day's traffic flow data. Then the average of each row is removed and the principal components are extracted. We consider the residual value only affected by the long-range temporal dependence (the daily temporal dependence has been removed by the simple average and principal component I).
3. Numerical experiment

3.1. Data description and experiment design

All the data used in this paper are extracted from the publicly accessible PeMS dataset [38]. The traffic flow time series are recorded at 1000 freeway traffic flow stations during August 1, 2011 to August 31, 2011. The sampled interval of the raw data is 5 min. In this paper, we choose two types of series to study the influence of the diversity in different days, which are full days data and weekdays data. Compared with weekdays data, there are much more diversity in full days data because of the difference between weekdays and holidays. Fig. 4 is an illustration of raw data for full days by detector (ID 311974). Note that though most results of the experiments in this paper are based on the data collected by detector (ID 311974), we have also tested the data from other detectors and the results are quite similar.

Here is a brief introduction of the design of the numerical experiment. First, we compare the long-range temporal dependence and the daily temporal dependence by calculating respective correlations. As pointed in Fig. 1, the correlation between series $X_1 = \{x_{i \cdot \text{day} + j}, \forall i, j\}$ and $X_2 = \{x_{(i-1) \cdot \text{day} + j}, \forall i, j\}$ derives from daily temporal dependence while the correlation between series $X_1$ and $X_3 = \{x_{i \cdot \text{day} + j-1}, \forall i, j\}$ derives from long-range temporal dependence. The correlations of these series can be calculated to compare the influence of two temporal dependences. Moreover, to further study on the relationship of two dependence, we calculate the correlation between series $X_1$ and a linear regression series

$$X_4 = \{\beta_0 + \beta_1 \cdot x_{i \cdot \text{day} + j-1} + \beta_2 \cdot x_{(i-1) \cdot \text{day} + j}, \forall i, j\},$$

where $\beta_0$ is the offset, $\beta_1$ and $\beta_2$ reflect the weights of long-range and daily temporal dependence. The values of $\beta_0$, $\beta_1$, and $\beta_2$ can be obtained by utilizing the least squared method.

Second, we analyse the two kinds of temporal dependence by applying the DFA method to six different traffic flow time series listed in Table 1. To compare the two kinds of dependence, the crossover phenomenon of the Hurst exponent is studied.

Finally, the MFDFA method is also applied to look further into the properties of the series before and after removing the daily temporal dependence.

3.2. Correlations comparison

The results of the correlation coefficient and the regression parameters are shown in Tables 2 and 3. The specific distribution of the relative residual is also can be observed in Fig. 5. As we can see, $\beta_1$ and $\beta_2$ of the regression equation are close, indicating that the effects of long-range and daily temporal dependence are to some extent at the same level. Besides, the correlation coefficients reveal that the linear combination series have a better performance than only considering one of the factors despite the linear regression is the easiest way to put the two factors together.

This fundamental tests reveal that daily temporal dependence and the long-range dependence are equally important and should be taken into consideration at the same time when analysing the traffic flow data.
Table 2
Linear combination coefficients.

<table>
<thead>
<tr>
<th>$\beta_0$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2052</td>
<td>0.4089</td>
<td>0.5930</td>
<td>0.9941</td>
</tr>
</tbody>
</table>

Table 3
Comparison of correlation coefficients for different series.

<table>
<thead>
<tr>
<th></th>
<th>Linear combination</th>
<th>Long-range dependence</th>
<th>Daily dependence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>0.9941</td>
<td>0.9827</td>
<td>0.9818</td>
</tr>
</tbody>
</table>

Fig. 5. Distribution of the relative residual.

3.3. DFA result

Fig. 6 is the log–log figure of Detrended Fluctuation Analysis (DFA) for different traffic flow time series. The details of the series used in experiments are listed in Table 1. DFA1, DFA2 and DFA3 respectively represent the linear, quadratic and cubic fitting polynomial in Step (b) of detrended procedure, as shown in Eq. (5). In this paper, all the three types of fitting polynomial are used to eliminate the deviation of detrended procedure.

As Fig. 6 shows, $F$ increases with scale by an approximate power-law and the slope of the fitting straight line is often used to estimate the Hurst exponents by previous studies. However, the crossover phenomena of Hurst exponent in Fig. 6(a) and (b) undermines the linear fitting procedure. The DFA methods fail in this situation to get correct Hurst exponent. Some previous researches have studied the crossover phenomena and proposed different explanations. For example, Li et al. [22] proposed a mixed-fractal traffic flow model to explain the crossover phenomena, which claimed that the Hurst exponent for the mainline traffic flow appears crossover phenomena if it consists of several self-similar components with different Hurst exponents. Hu et al. [39] pointed that trends such as linear trends and periodic trends affect the DFA and create the crossover phenomenon. This indicates that daily temporal dependence of traffic flow time series causes the crossover phenomena. If the daily temporal dependence is removed by daily trend, the crossover phenomena is supposed to be eliminated as well.

Fig. 6(a) and (b) confirm the assumption that the daily temporal dependence of traffic flow time series causes the crossover phenomena. Comparing the figures of the same column, it can be discovered that the crossover phenomenon can be eliminated by removing the daily temporal trend. Therefore, we can draw the conclusion that affected by the daily temporal dependence, there is crossover phenomenon in the log–log figure when analysing the long-range temporal dependence by the DFA method.

Furthermore, we compare the two methods of extracting the daily temporal dependence by comparing Fig. 6(c)-(f). Generally, we find that the PCA-based method is more effective for removing the daily temporal dependence in the sense that the correlation coefficients of PCA-based method are obviously greater than those of simple average method. This is because different from the simple average trend, the PCA-based daily trend can vary between different days. Fig. 7 is an illustration of PCA-based daily trend for different 3 days of all week data (left column) and weekdays data (right column). The daily temporal dependence of different days removed by PCA-based method is quite similar consistent with Fig. 1. One thing to notice is that before removing the PC1 of the series, the PCA-based method has removed the average. Besides, comparing
Fig. 6. Log–log figures of the DFA. X-axis is $\log(s)$ and y-axis is $\log F$ of Eq. (7). The units of the scale is the number of the data points, of which the time interval is 5 min. The slope of the fitting line is so-called Hurst exponent. The details of the series used in experiments are listed in Table 1.

Fig. 6(c) and (d), the weekdays series has a larger correlation coefficient than that of full days series though both are removed the daily temporal dependence. This is because the difference between days is less significant for weekdays data so that the residual series of weekdays series removed the simple average has less offsets than full days series as shown in Fig. 8.

3.4. MFDFA result

We also apply MFDFA to study the series listed in Table 1 by changing the $q$ in DFA given by Eq. (9). It can be seen that the crossover phenomenon is similar to that in DFA. Furthermore, the generalized Hurst exponent can be estimated by calculating the slope of the log–log figures. Fig. 9 gives the $H_q - q$ figures of the different series.
Fig. 7. An illustration of PCA-based daily trend by the first PCs (PC1) for different 3 days. Notice that the curves denote the PC1 of the PCA method which do not include the simple average trend.

Fig. 8. An illustration of the simple average method to remove the daily temporal dependence for full days data (a) and weekdays data (b).

Besides the crossover phenomenon, the original data of the traffic flow series turns out to behave clearly as a multifractal series, as shown by the red line in Fig. 10. This multifractal property may derive from long-range temporal dependence or daily temporal dependence, which can be distinguished by removing one of them. The blue lines, which present the series removed the simple average, are quite different between the full day series and the weekdays series, indicating that the simple average method is more effective for weekdays series. In contrast, the green lines, which has been eliminated the daily temporal dependence by PCA method, are quite similar for the full day series and the weekdays series.

Comparing the red lines with the green lines, it can be observed that the multifractal property of the series has been considerably weakened as the slope becomes flat after removing the daily temporal dependence. Such a result reveals that the multifractal behaviour of the original series is more likely to derive from the daily temporal dependence.
4. Conclusion

In this paper, we focus on the long-range temporal dependence and the daily temporal dependence of the traffic flow series. First, we compare the long-range temporal dependence and the daily temporal dependence. Results show that both these two temporal dependence are equally important and should be taken into consideration at the same time. Second, the Detrended Fluctuation Analysis (DFA) is applied to compare the original series and the series removing the daily temporal dependence by different methods. Results reveal that the daily temporal dependence creates crossover phenomenon when estimate the Hurst exponent. Furthermore, through the comparison of the DFA test, PCA-based method turns out to be a better method to extract the daily temporal dependence especially when the difference between days is significant. Finally, we also conduct MFDFA to confirm the result from another perspective by changing the order $q$. 

Fig. 9. Log–log figures of MFDFA by changing the $q$ given by Eq. (9). The units of the scale is the number of the data points, of which the time interval is 5 min. The details of the series used in experiments are listed in Table 1.
This better understanding of the temporal dependence of the traffic flow series can help us to establish more accurate model and promote the performance of predicting, compressing, etc.
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